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The primary use of communication networks today has shifted towards content dis-
tribution despite being originally designed for conversations between communicating
endpoints. The massive amounts of data generated by technologies such as the Inter-
net of Things (IoT) and Social Networks have resulted in group communication being
the prominent way to disseminate information as event notifications. The recent emer-
gence of multimedia-based services and applications in the IoT has given rise to a new
paradigm coined the Internet of Multimedia Things (IoMT). In the IoMT, smart het-
erogeneous multimedia things interact and cooperate with one another and with other

things connected to the Internet to facilitate multimedia based services and applications.

Connecting sensing devices to the internet is at the core of many IoMT applications and
plays an immediate role in facilitating the acquisition and on-the-fly processing of data
for real-time applications such as Autonomous Driving, Traffic Management, and Smart
Agriculture. The scalability and interoperability offered by the publish/subscribe com-
munication pattern has proved beneficial for connecting heterogeneous sensing devices
and actuators to each other and to the internet. In this thesis, I focus on offering a
group communication service that targets the dissemination of unstructured multimedia

content such as images, videos, or audio, to a diaspora of applications at internet-scale.

Current implementations of distributed publish/subscribe systems take the form of
application-level overlays that span two main infrastructures, namely, semi-centralised
broker overlays and fully decentralized peer-to-peer overlays. The problem at hand en-
tails integrating knowledge extractors, i.e. Operators, into the event processing pipeline
of distributed publish/subscribe systems. These operators are in charge of uncovering

meaningful semantic concepts from the multimedia data being disseminated. Extracted
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concepts can then be evaluated against expressions submitted by subscribers as in con-
ventional content-based event matching approaches. In the case of federated broker
overlays, the closed nature of the system, and the availability of a single entity with
explicit control over nodes in the overlay allows for the integration and management of
such operators. We propose embedding light-weight binary filters (i.e. image classifiers)
into the forwarding function of brokers organized into a federated overlay. We formu-
late the shared-filer placement and ordering problem and we provision event matching
and routing algorithms for the adaptive ordering and distribution of classifier executions

along paths towards interested subscribers.

In the case of peer-to-peer overlays, the decentralized and highly scalable nature of
structured peer-to-peer networks makes them a great fit for facilitating the interac-
tion and exchange of information between dynamic and geographically dispersed au-
tonomous entities. The decoupled nature of publish/subscribe systems exacerbated by
the decentralized and large-scale nature of peer-to-peer networks produces a semantic
gap between publishers and subscribers. More precisely, the large semantic space of
human-level recognition creates a very large data space of object labels, attributes, and
relationships. The scale of the content space makes it nearly impossible for participants
to agree on a bounded set of terms for subscribers to express their exact interests. We
identify an inherent limitation of peer-to-peer networks lying in the exact-match prop-
erty of their key-based routing primitives. We propose an approximate matching model
where participants agree on a distributional model of word meaning that maps terms
to a vector space. We overcome the exact-match limitation by proposing a novel dis-
tributed lookup protocol and algorithm to construct a peer-to-peer network and route
content. We replace conventional logical key spaces with a high-dimensional vector space
that preserves the semantic properties of the data being mapped. We further propose
methods to partition the space, construct a semantic DHT via bootstrapping, perform
approximate semantic lookup operations, and cluster nodes based on their shared inter-

ests.
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Chapter 1

Introduction

1.1 General Introduction

The advent of smart environments is creating swarms of data streams that are actively
being processed to derive useful information about our world. Powered by a digital
infrastructure that combines advances in data communication and sharing, stream and
event processing, and arti cial intelligence, we are able to enrich our daily decision mak-
ing processes with real-time insights from the environment surrounding us [10, 11]. The
early days of the internet were characterised by the ability to create a computer network
that facilitates le sharing between two communicating end-points. The introduction

of the world wide web, followed by modern distributed internet applications, e.g., so-
cial networks, e-commerce, and most recently, the Internet of Things (loT), has led
to necessary paradigm shifts in the data ecosystem surrounding intelligent systems in
smart environments [12]. The production and consumption of information is now at the
extremities of a complex system encompassing heterogeneous data sources, intelligent
processing units, advanced communication protocols, and an ever-increasing number of
data consumers. It is safe to say that the primary use of communication networks today
has shifted towards data distribution despite being originally designed for conversations
between communicating end-points.

The data ecosystem surrounding smart environments is characterized by a plethora of
administrative operations that constitute the pillars of any large-scale data processing
pipeline. Such operations include data sourcing, cleansing, storing, processing, and
delivery. Extracting the most value from smart environments requires provisioning on-
the- y data processing pipelines that ensure the timely delivery of intermediary results
and nal outcomes to a plethora of real-time applications. At either end of the pipeline,
and across its di erent stages, often sits a message broker that enables data marshalling
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and communication by crossing network and platform boundaries. Commercial message
brokers such as Apache Kafka [13] and RabbitMQ [14] rose in popularity over the past
decade. They implement the publish/subscribe communication pattern and facilitate
delivering high volumes of messages coined events at low latency. Many research e orts
have also culminated in a plethora of distributed publish/subscribe solutions. Popular
systems include, SIENA [15], PADRES [16], HERMES [17], Scribe [18], and Poldercast
[19].

The level of abstraction publish/subscribe messaging adds on top of computer com-
munication networks provides for better scalability and exibility when bridging the
interoperable communications gap between geographically dispersed and heterogeneous
data producers and consumers [20{22]. The characteristics of publish/subscribe messag-
ing that make it attractive for smart environments are its support for uni ed messaging,
dynamic scaling, on-the-y and low latency processing of information, loose coupling
between publishers and subscribers, and an inherent support for many-to-many commu-
nication [23].

Unstructured and semi-structured data now make up an estimated 80% of data collected
by enterprises [24]. This stems from the rise of mobile devices, sensors, wearables, and
the Internet of Multimedia Things (IloMT). The IoMT is an emerging paradigm in which
smart heterogeneous multimedia things can interact and cooperate with one another
and with other things connected to the Internet to facilitate multimedia based services
and applications [25]. The unstructured and content-rich nature of multimedia data,
e.g. images, audio, and videos, necessitates the introduction of integrative frameworks
that focus on the extraction and delivery of useful semantic information. Advances in
Computer Vision [26], Speech Recognition [27], Natural Language Processing (NLP)
[28], Pattern Recognition [29], and Cognitive Analytics [30] are helping researchers and
enterprises derive insights from unstructured multimedia data every day.

The recent shift in the data landscape, driven by the enormous growth of unstructured
multimedia data, is posing new challenges in wide-scale data retrieval and dissemina-
tion. Real-time multimedia applications and services, e.g., Autonomous Driving, Smart
Agriculture, and PPE Compliance, can be greatly enhanced by the asynchronous and
decoupled communication paradigm o ered by publish/subscribe messaging systems.
Nonetheless, current distributed publish/subscribe systems lack native support of un-
structured multimedia event types from the IoMT. We recognise that attempting to

0 er support for multimedia content dissemination while maintaining high expressive-
ness and scalability is a challenging task. In particular, input multimedia events lack
any pre-de ned or agreed upon schema and semantics. Extracting useful semantic in-
formation from multimedia content often requires costly pre-processing and knowledge
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